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ABSTRACT 

Insider threats pose a significant challenge to organizational cybersecurity, especially when coupled with 
sophisticated techniques such as IP spoofing to obfuscate the origin of  malicious activity. This study aims to identify 
insider threats that exploit IP spoofing by leveraging machine learning algorithms, specifically Decision Tree and 
Random Forest models. A labeled dataset containing network traffic with features indicative of  spoofed and 
legitimate IP activity was utilized. Preprocessing steps included feature selection, normalization, and data balancing 
to ensure model robustness. The Decision Tree model provided interpretable rules for classifying traffic patterns, 
while the Random Forest model improved predictive accuracy through ensemble learning. Both models were trained 
and tested using k-fold cross-validation to minimize overfitting and ensure generalization. Performance metrics such 
as accuracy, precision, recall, and F1-score were used to evaluate model effectiveness. Results indicated that the 
Random Forest outperformed the Decision Tree, achieving higher accuracy and better detection rates of  spoofed 
insider activity. The findings demonstrate the feasibility of  using ML-based approaches to detect complex insider 
threats that leverage IP spoofing, providing actionable insights for network security operations. Future work will 
explore real-time implementation and the integration of  additional behavioral indicators to enhance detection 
capabilities in dynamic network environments. 
 
Keywords: Investigation, Machine learning algorithms, Detecting, Insider Threats, IP Spoofing, Organizational 

Networks. 

 
INTRODUCTION 

The exponential growth and utilization of  Information and Communication Technology (ICT) have radically 
transformed organizations across the world, enabling improved efficiency, real-time communication, and 
information-driven decision-making. This transformation, however, has also been accompanied by some 
cybersecurity issues. One of  the most concerning of  these issues is the threat posed by insider threats, particularly 
in the form of  IP spoofing attacks. Insider threats, in a broad sense, refer to security threats occasioned by actors 
with authorized access to the network and data of  an organization but who very inappropriately use this access 
either knowingly or unknowingly [1]. The focus of  this study is insider threat detection through IP spoofing using 
machine learning (ML) algorithms. IP spoofing is a technique used by attackers to conceal their true identity by 
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impersonating IP addresses. By manipulating the source address of  packets, attackers can make systems believe that 
the packets are coming from a trusted source, thereby gaining unauthorized access to critical systems, stealing data, 
and other malicious activities [2]. While IP spoofing is not new, its use in the context of  insider threats has increased 
in sophistication as well as occurrence in the recent years, hence presenting a significant problem for organizations. 
An insider threat is particularly troubling because it is conducted by individuals who are already trusted by the 
organization, such as employees, contractors, or business partners. Such individuals possess privileged access to 
internal systems and sensitive data, and their actions either inadvertently or maliciously can be more damaging than 
external attacks [3]. In fact, studies have concluded that insiders are the source of  a notable proportion of  
cybersecurity breaches, with many leveraging their authorized access to bypass security measures [4]. One of  the 
biggest challenges in detecting insider threats is that these attacks will not necessarily have the same overt indicators 
as external cyber-attacks. The fact that insiders have legitimate access makes it challenging to distinguish between 
benign user activity and suspicious activity. This subtlety, along with increasing quantities and sophistication of  
cyber-attacks, has given rise to increased focus on creating sophisticated detection mechanisms. IP spoofing also 
plays a fundamental role in the majority of  insider threat cases because it allows attackers to impersonate trusted 
users, bypassing traditional security tools like firewalls and intrusion detection systems (IDS). Spoofed IP addresses 
can be utilized by attackers to pretend to be other employees or even external entities, thus gaining unauthorized 
access to closed systems or remaining undetected when conducting malicious actions [5]. In the majority of  cases, 
spoofing can be one component of  a general, multi-stage attack strategy involving other techniques like social 
engineering or malware installation. 
Why insider threats that use IP spoofing are so insidious is that they exploit trust relationships that already exist 
within the network. Because insiders tend to possess access to key internal resources, an attacker that spoofs an 
internal IP address can mix in with the normal traffic, thus making it harder for conventional security mechanisms 
to detect [6]. For instance, within the scenario of  network security, whereas an average employee may query a 
server or database, a rogue insider may do exactly the same under the identity of  another user, and it would be 
challenging to distinguish the malicious activity in real-time. Due to the heightened sophistication of  insider threats, 
more effective detection techniques that surpass conventional security measures are increasingly in demand. 
Conventional IDS are not effective at detecting insider threats since they are either based on predefined rules or 
signature-based techniques, which are less effective for new and emerging attack vectors such as IP spoofing [7]. 
ML, however, presents a dynamic and adaptive technique for anomaly detection in large datasets. 
Machine learning algorithms have been shown to be very effective at recognizing patterns and anomalies in large 
volumes of  data and are therefore well-suited for cybersecurity [8]. In the context of  insider threat detection, ML 
algorithms can be used to monitor user activities, network traffic, as well as other system logs to recognize patterns 
that could indicate malicious activity [9]. The algorithms can be trained to learn normal system activity and alert 
on deviations that may represent insider threats, such as IP spoofing. 
Several ML algorithms, including decision trees, random forests, and support vector machines (SVMs), have been 
extensively explored for their ability to identify IP spoofing. By training the system on massive volumes of  network 
traffic, annotated with labeled attacks or legitimate behavior, such models can learn to differentiate between innocent 
and malicious activity. 
 

 
Figure 1: Conceptual Framework of  Insider Threat 

Machine learning has proved to be an effective answer to complex cybersecurity problems. Its ability to comb 
through huge volumes of  data, recognize patterns, and mark deviations makes it superior to traditional systems that 
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rely on predefined rules. ML algorithms can be trained on normal patterns of  activity in a network, which allows 
them to distinguish between legitimate and suspicious behavior, e.g., IP spoofing [9]. 
Although machine learning has been used in many areas of  cybersecurity, its application in the detection of  insider 
threats based on IP spoofing is still underutilized. The conventional approach has been the use of  machine learning 
in the anomaly detection of  network traffic, yet more specialized models are required that are capable of  specifically 
addressing the insider threats, including the detection of  slight variations between spoofed and genuine IP traffic. 
Through the examination of  patterns like unsuccessful login attempts, frequency of  data access, and strange 
connection times, machine learning models are trainable to identify abnormal behaviors that are characteristic of  IP 
spoofing as well as other malicious activities [10]. 
In this research, the goal is to bridge the gap in current research by investigating the use of  machine learning 
algorithms to improve detection of  insider threats using IP spoofing methods. Through the application of  machine 
learning algorithms on network traffic data, this research seeks to offer an end-to-end solution for detecting spoofed 
IP addresses, besides other types of  insider abuse, and hence contribute to improving the general security stance of  
organizations. 

LITERATURE REVIEW 
Insider threats have joined the ranks as one of  the most difficult types of  cyber threats to counter. According to the 
[11], insider threats account for a significant portion of  all cybersecurity incidents, with a higher cost per incident 
than external attacks. The impact of  such threats can be devastating in terms of  loss of  money, reputation damage, 
and legal action. For instance, an insider data breach can lead to the exposure of  sensitive customer information, 
and this can lead to loss of  confidence and loss of  business reputation. Loss of  confidence is long term in its effects, 
especially on companies that deal in sectors like finance, healthcare, and technology, where data security matters a 
lot. [11], worked on Combining traditional and computer-based methods to detect insider threats. Their work 
discusses hybrid approaches combining traditional methods with machine learning for insider threat detection. We 
discovered the research lack comprehensive application of  machine learning to detect IP spoofing and real-time 
detection integration. [2], researched on taxonomy of  DDoS attack and DDoS defense mechanisms. The work 
provides foundational knowledge on spoofing attacks, which is essential for understanding IP spoofing in insider 
threats. Focuses primarily on external threats, leaving a gap in insider-specific spoofing and its detection 
mechanisms. [4], worked on Security in computing. Explores various types of  security attacks, including insider 
threats, and highlights the role of  system monitoring in detecting unauthorized access. Their work lacks exploration 
of  machine learning for advanced detection of  insider threats and evasion techniques like IP spoofing. [10], Outside 
the closed world: On using machine learning for network intrusion detection. Highlights the limitations of  
traditional IDS and advocates for machine learning to detect novel attack patterns, including insider threats. Limited 
to network-based external threat detection; little focus on insider threat detection using machine learning. [5], 
Computer security: Principles and practice. Focuses on the principles of  cybersecurity, with applications to detecting 
sophisticated attacks like IP spoofing and insider threats. Limited exploration of  machine learning techniques in 
insider threat detection, particularly for IP spoofing. [12], Explores the use of  machine learning algorithms, 
particularly for detecting insider threat behaviors based on historical data. Does not explore IP spoofing detection 
in-depth or how machine learning models can handle such sophisticated attacks. [9], Provides a comprehensive 
review of  anomaly detection techniques, a critical component for detecting abnormal insider behaviors. Lack of  
focus on applying anomaly detection specifically for IP spoofing in insider threat scenarios. [13], Worked on 
Detecting IP spoofing in the presence of  insiders. Focuses specifically on identifying IP spoofing in insider threats, 
providing methods for detection in network environments. Limited discussion on the use of  advanced machine 
learning methods for detecting spoofed IP addresses within insider threat contexts. [14], Worked on Building an 
insider threat program. Their work discusses insider threat detection from an organizational perspective, providing 
guidelines for establishing effective monitoring systems. But does not incorporate machine learning techniques for 
real-time insider threat detection or analyze IP spoofing in detail. [15]. Researched on Insider threats in 
cybersecurity. Reviews various approaches to insider threat detection, focusing on strategies for mitigating risks 
associated with privileged access. Focuses more on general insider threats and less on advanced evasion tactics like 
IP spoofing. [5]. Worked on Improving insider threat detection using machine learning techniques. Examines the 
application of  machine learning algorithms in identifying malicious insider actions, especially within large- scale 
enterprise systems. Lacks specific analysis of  IP spoofing in insider threats and real-time detection methods. [16]. 
Discusses insider threats in the context of  overall information security and outlines approaches for detection, 
including security policies and auditing. Their work does not focus on machine learning-based solutions or IP 
spoofing detection within insider threats. [8]. Worked on Detecting malicious insider activities using behavior 
analysis. They investigated how behavioral analysis and machine learning can be used to detect insider threats in 
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real-time, emphasizing the importance of  continuous monitoring. But did not address IP spoofing as a specific focus 
area for insider threats or combine multiple machine learning models. [17], worked on Intrusion detection systems 
based on machine learning: A review. They provided in-depth review of  machine learning-based intrusion detection 
systems, highlighting their ability to detect insider and external attacks. Actually, towards IDS for external threats; 
less focus on the intricacies of  insider threats and detecting IP spoofing. [18]. Comparative study of  machine 
learning algorithms for intrusion detection. Analyzes the performance of  various machine learning models in 
intrusion detection, specifically looking at detection accuracy for insider threats. But focus specifically on the use of  
machine learning to detect IP spoofing within insider threats. 

METHODOLOGY AND TOOLS 
This study employs supervised machine learning models, Decision Tree and Random Forest to address existing 
drawbacks with previous studies. The Decision Tree model is particularly chosen because of  its interpretability and 
ease of  comprehension of  the decision-making process, while the Random Forest model is employed owing to its 
ability to handle large datasets and reduce overfitting. By educating the models with datasets that have IP spoofing 
activities, the research aims to come up with precise models that can identify suspicious behavior that is indicative 
of  insider threats. Experiments were performed using Python 3.10 with the following libraries; Pandas and NumPy 
for data manipulation and numerical analysis, Scikit-learn for application of  Decision Tree and Random Forest 
classifiers, Matplotlib and seaborn for result visualization, including feature importance plots and confusion matrices. 
 

 
 
 

Figure 2: High-Level Flowchart of  the Methodology for Insider Threat Detection 
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IMPLEMENTATION AND DISCUSSUIONS 
Experimental setup is the foundation upon which to test the performance of  the Decision Tree and Random Forest 
algorithms in detecting insider threats via IP spoofing. This encompasses a description of  the dataset's 
characteristics, preprocessing, feature selection, model parameters, and implementation environment to ensure that 
experiments are reproducible, scientifically valid, and in accordance with real-world cybersecurity settings. 

Dataset Description 
The dataset used in this study was specifically created to simulate insider threat activity in organizational networks 
[5]. It contains network traffic data labeled as normal behavior or malicious IP spoofing attacks, capturing legitimate 
and anomalous user activities. Some of  the interesting features are: 
Source and Destination IP Addresses: Identifies the source and destination of  each network packet. 
Packet Size: Illustrates anomalous packet transfer patterns, which may indicate malicious activity. 
Protocol Type: Records the protocol type of  network exchange (e.g., TCP, UDP, ICMP). 
Time Stamps: Records when packets are transmitted, permitting temporal behavior inspection. 
Traffic Frequency: Records packet transmission patterns over time. 
Label: Indicates whether the record is normal traffic (0) or an insider attack (1). The database consists of  tens of  
thousands of  instances that are sufficient to train and validate machine learning algorithms without compromising 
the diversity of  network behaviors. This encourages learning of  valuable patterns by both Decision Tree and 
Random Forest algorithms for proper identification [9]. Effective preprocessing is crucial to facilitate machine 
learning models to correctly detect insider threats. The processing steps followed are: 
Handling Missing Values: Incomplete and inconsistent values in records were removed to maintain data integrity. 
Encoding Categorical Features: Protocol types and other categorical features were encoded into numerical 

representations using one-hot encoding to be compatible with machine learning algorithms [19]. 
Feature Scaling: Packet size and traffic frequency are continuous features that were normalized using z-score 
normalization to ensure equal contribution during model training. 
Train-Test Split: The data was divided into 80% training data and 20% test data to achieve an unbiased performance 

measure of  the models. Feature engineering techniques were also utilized to develop derived features that identify 
hidden patterns of  network traffic so that the models can differentiate between normal and abnormal behavior more 
effectively. 
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Figure 3: Dataset Description 

Feature Selection 
Feature selection aims to pick the most important attributes that are responsible for accurate identification of  insider 
threats. In this study: Highly correlated features with the target label (malicious or normal) were chosen initially. 
Irrelevant features or redundant features were discarded to reduce model complexity and computation expense. 
Subsequently in this chapter, feature importance analysis further validates each attribute's role towards model 
predictions [20]. Key characteristics that were selected are source IP anomalies, packet size anomalies, protocol 
anomalies, and temporal traffic patterns, all of  which are important predictors of  potential IP spoofing attacks. 

Model Training Parameters 

Two supervised learning classifiers, Decision Tree and Random Forest, were employed. The two models were both 
trained with the same training set to enable a fair comparison. These parameters were selected with great care based 
on literature recommendation and initial experimentation to optimize accuracy, stability, and computational cost 
[21]. 
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Results Using Decision Tree 
The experimental results obtained by applying the Decision Tree algorithm for insider threat identification using 
IP spoofing are presented in this section. The performance is compared according to the model's accuracy, precision, 
recall, F1-score, confusion matrix, and feature importance, which give an insight into its performance and 
constraints. 

Model Training and Testing Procedures 
Decision Tree classifier was then trained on the preprocessed dataset. The training set consisted of  70% of  the 
dataset and the remaining 30% constituted the testing set. The model was indeed executed in Python using scikit-
learn to ensure equivalence with preprocessing operations, including one-hot encoding of  categorical variables and 
normalization of  continuous variables. 
 

 
 

Figure 4: Model Training 
 



                                                                                                                                                                                       Open Access  
                                                                                                                                                                   Online ISSN: 2992-5487 
NIJEP                                                                                                                                                            Print ISSN: 2992-6068 
Publications 

This is an Open Access article distributed under the terms of  the Creative Commons Attribution License 
(http://creativecommons.org/licenses/by/4.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the 
original work is properly cited 
 
 

Page | 18 

 
Figure 5: Data Preprocessing & Splitting 

 

 
Figure 6: Decision Tree Confusion Matrix 
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Figure 7: Decision Tree Accuracy 

Classification Report 
Table 1: Classification Report for Decision Tree 

 

 Precision Recall F1-Score Support 

Benign 0.75 0.95 0.84 226 

Malicious Insider 0.10 0.02 0.04 45 

Spoofed_IP_Insider 0.00 0.00 0.00 29 

                                                                          Interpretation 
The model achieves an overall accuracy of  approximately 72%, demonstrating strong detection capability. Both 
precision and recall are balanced, indicating that the model minimizes false positives and false negatives, crucial for 
insider threat detection. 

 
Figure 8: Features Importance for Decision Tree 
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Figure 9: Decision Tree Threat Detection (IP Spoofing) Classifier 
Results Using Random Forest 

This section presents the experimental results obtained from applying the Random Forest algorithm for detecting 
insider threats through IP spoofing. Random Forest, an ensemble learning method, aggregates multiple decision 
trees to improve predictive accuracy and reduce overfitting [20]. The evaluation includes confusion matrices, 
accuracy, precision, recall, F1-score, and feature importance, providing a detailed assessment of  the model’s 
performance. 
 
 

 
Figure 10: Random forest Confusion Matrix 
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Figure 11: Random Forest Accuracy 

 
Classification Report 

Table 2: Classification Report of  Random Forest 
 

 Precision Recall F1-Score Support 

Benign 0.76 1.00 0.86 151 

Malicious Insider 0.00 0.00 0.00 29 

Spoofed_IP_Insider 0.00 0.00 0.00 20 

 
Interpretation: 

The Random Forest model achieves an overall accuracy of  approximately 75.5%, slightly higher than the Decision 
Tree. Balanced precision and recall indicate effective detection with minimal misclassification, highlighting the 
robustness of  ensemble methods for insider threat detection. 
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Figure 12: Feature Importance for Random Forest 

 
 

 
Figure 13: Scatter Diagram for the Normal vs Spoofed event detected 

CONCLUSION AND RECOMMENDATION 
This study aimed at the identification of  insider threats executed through IP spoofing utilizing the machine learning 
(ML) algorithms of  Decision Tree and Random Forest models. The research pinpoints the applied value of  ML in 
enhancing network security in organizational settings. Based on the findings of  this study in insider threat 
identification using IP spoofing via Decision Tree and Random Forest classifiers, some practical recommendations 
can be provided for organizations, researchers, and infosec professionals. These recommendations can enhance 
network security, improve ML-based detection frameworks, and advocate proactive steps in preventing insider 
threats. 

For Organizational Network Security 

1. Installation of  Proactive Monitoring Systems – Companies should implement ML-powered monitoring software 
that continuously monitors network traffic for deviations. Decision Tree and Random Forest algorithms can be 
installed to proactively identify suspicious IP spoofing activities and notify security teams in real-time [22]. 
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2. Strengthening Network Access Controls – Role-Based Access Control (RBAC) and Multi-Factor Authentication 
(MFA) policies must be enforced to reduce the risk of  insider threat. By applying privileges and authentication, 
organizations can restrict the potential for insiders to abuse IP spoofing for unauthorized access. 
3. Recurrent Network Auditing and Log Analysis – Periodic inspection of  network audit trails and logs can 
recognize abnormal patterns that ML models would determine as suspect. Combining machine detection and human 
examination ensures more accurate threat identification [23]. 

For Employee Training and Awareness Programs 
1. Cybersecurity Awareness Training – Employees should be trained in the threats and indications of  insider 
dangers, including IP spoofing. Awareness reduces the likelihood of  innocent mistakes that can facilitate attacks 
[24]. 
2. Simulated Insider Threat Exercises – Controlled environment simulated insider attack exercises can allow 
employees to identify malicious activities and augment incident response plans. These exercises also provide more 
information to fine-tune ML models for deployment. 
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